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AMCA Adaptive Control for 2D Visual Servoing

Juan C. Rivera, Maximiliano Buenoépez and Marco A. Arteagh

Abstract— Visual servoing is a useful approach for robot does not depend only on knowing well the complete visual
control. Itis specially attractive when the control objective can  system and robot model. Recently, in (Arteaga et al.,
be stated directly in image coordinates like in point-to—point 2008) an algorithm is proposed based on velocity fields.
regulation. In this paper, we propose an adaptive control Although no specialized approaches were employed to get
for a robot manipulator, which allows the displacement of .
the end-effector between two points previously known. For €amera and manipulator model parameters, the outcomes
implementation requires joint, image coordinates and some were good. The great benefit that can be obtained from
parameters of the camera. It is assumed that the robot is ysing visual servoing is the accuracy that is obtained
planar and the camera fixed, so that the image plane is yith a configuration in closed loop, which makes the
parallel to the manipulator workspace. Simulation results . . o . .
show the good performance of the complete system. ;ystem relatlve!y |nsen§|t|ve to cahbratlon errors. T,hm; .

introduce a point-to-point control using only image, joint
Index Terms: Visual Servoing, robot control, Adaptive coordinates and the focal length of the camera.
Control.

The paper is organized as follows: Section Il gives the
robot model and reviews the relationship between joint

The problem of designing adaptive control laws forand image coordinates. The control approach is given in
rigid-robot manipulators that ensure asymptotic trajgcto Section Ill, while the simulation results are presented in
tracking has interested researchers for many years. Th@ction IV. Finally, some conclusions are given in Sec-
development of effective adaptive controllers represent®n V.
an important step toward high-speed/precision robotic
applications. Even in a well-structured industrial fagili
robots may face uncertainty regarding the parameters The dynamics of a rigid robot arm with revolute joints
describing the dynamic properties. Since the parametefdn adequately be described by using the Euler-Lagrange
are difficult to compute or measure, they limit the potentiafduations of motion (Sciavicco et al., 2000), resulting in
for robots to manipulate accurately objects of considerabl . Ny . o
size and weight. It has recently been recognized that H(q9)4+C(a,9)q+Da+g(q) =7 -, @
the accuracy of conventional approaches in high-speathereqg € R” is the vector of generalized joint coordinates,
applications is greatly affected by parametric uncertesnt H(q) € R™*™ is the symmetric positive definite inertia
To compensate for this parametric uncertainty, mangnatrix, C(q,q)g € R™ is the vector of Coriolis and
researches have proposed adaptive strategies for ttentrifugal torquesg(q) € R™ is the vector of gravitational
control of robotic manipulators. Using Visual servoing andorques,D € R™*" is the positive semidefinite diagonal
adaptive control, we look for to estimate a set of parametersatrix accounting for joint viscous friction coefficients,
more quickly and achieve the desired trajectory in less.time € R™ is the vector of torques acting at the joints, and

T, € R™ represents any bounded external perturbation or

The fixed camera strategy is a common approach fifiction force.
visual servoing for robot control. Usually, the objective Let us denote the largest (smallest) eigenvalue of a
consists in making the manipulator end—effector follow amatrix by Apax(-) (Amin(+)). FOr an x 1 vectorz, we shall

specified trajectory or reach a final point in the workspacgse the Euclidean nornijz|| £ VazTz, while the norm
(Hutchinson et al., 1996). The resulting performancef a m x n matrix A is the corresponding induced norm
depends on many factors, among them the knowledge f4|| 2

camera parameters. In (Kelly et al., 2000) an alternativg

to camera calibration is proposed by carrying out vision
system identification, while in (Dean et al., 2006) a control
algorithm is introduced which effectively deals with an
unknown environment to achieve not only position but

I. INTRODUCTION

Il. PRELIMINARIES

\/)\maX(ATA). By recalling that revolute joints
re considered, the following properties can be estaldishe

Property 1: It holds \y||z||? < 2TH(q)z < Au|z|?
Vg, x € R", and0 < A\, < Ag < oo, given by

also force control. On the other hand, a good performance b 2 vmiﬁ Amin (H (q))
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respect to the robot framER and is given by

| cos(¢) sin(¢)
Bo=1 sin(¢) —cos(e) |- )

where ¢ € R is the angle of rotation. Note tha‘rl;1 =
Rg = R,. From (3) one gets the differential perceptual
kinematic model given by

Y = axRyJ(q)q, (6)

where J(q) = 0f,(q)/0q is the so—called geometrical
Jacobian matrix of the robot (Sciavicco et al., 2000), which
satisfies the following well-known relationship

wr = J(q)q. (6)

Whenever the robot is not in a singularity, one also has the
following relationship

q=J '(q)ir. (7)

Assumption 1:The robot does not reach any singularity.

Figura 1. Reference System

I11. ADAPTIVE VISUAL SERVOING CONTROL

Property 2: Using the Christoffel symbols (of the first In this section, a tracking controller based on image
kind) to computeC(q,q), H(q) — 2C(q,q) is skew coordinates will be designed. The task to be accomplished
symmetric. by the robot is to go from its initial positiog(0) to a final

position y;. To create a soft trajectory between these two

Throughout this paper, we will assume that the robopoints, we employ a polynomial of ordé: The tracking
is a two degrees of freedom planar manipulatog. we error in image coordinates is given by
haven = 2 in eq. (1). Then, the direct kinematics is a

differentiable mapf, (q) : R? — R? Ay Ly -y, 8)
zr = fi(q), (2)  To design the tracking controller, let us define
relating the joint positiong € R? to the Cartesian position 9 = Ya—Ay(y—vyy) +sa— Ko, (9)

xr € R? of the centroid of a target attached at the arm

end—effector. On the other hand, the output variable of thehere K., € R?*? is a diagonal positive definite matrix
robotic system is the positiop € R? of the image feature, ando € R?, with

i. e. the position of the target in the computer screen. In

. . VAN _
terms of the target positiomr with respect to the robot s = Y-—Ya+tA Y-y =y+Ayy (10)
base frame, the image featugecan be computed through s1 = 8—8q (12)
transformation and a perspective projection as (Kelly gt al sa = s(0)ekt (12)

2004). The workspace of the robot is shown in figure (1) :
= / {K 3s1(0) + sign(s1(9))} dd, (13)
0

A C
v o nfe [ [E] @
ORs — A Ok Yo . - .
C u whereo (0) = 0, k is a positive constantK s € R?*? is a
= axRy [mR - { 0 ” + [ vo } diagonal positive definite matrix and
: A :
05 =105, 0S8, 0%,]"is the position of the origin of sign(s1) = [sign(s11) -+ sign(si)]", (14)

the camera fram& with respect to the robot frameg, A

is the focal length¢ is a conversion factor from meters to
. T .

pixels, and[u, wv,]" is the center offset. We assume the 6 = Kgsi +sign(sy) (15)

camera image to be parallel to the robot plane of motion.

R represents the orientation of the camera fratgewith  can be used.

with s1; element ofsy, i = 1,...,n. Alternatively,
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dlyze the stability of the control approach, it is

400

necessary to define the closed loop dynamics. In order tc
do so, we carry out the following development. 390
s & a-a—o T @R, (8
sy = §—9 = ReJ(q)s: an g
Then, one can rewrite (1) as o)
H(q)5, +C(q,q)s, + Ds, =T - Y9, (18) =
where 3405
Y0 £ H(q)d, + C(q,d)d + Dq, +g(q) + mp. (19) e s
Yis anm x n matrix independent of the dynamic pa-
rametersf is am x 1 vector of the constants parameters, Figura 2. a)y1 (—), a1 (- - -)

furthermoreq.., ¢, andy;,. are defined as

]. —1 .
—J R
o (@) Ry,

1>

4.
. +—1 . 1 1 .
(65 (65N

whereJ (q) = 477 (q).

U = Ya—Ay(Y—1Yg) —ksa — K,0,
The proposed control law is given by
T=-K,J"(q)Rys, + Y9,
where K, € R?*? s a positive definite matrix.

I3 1 _
0= —JI‘YTJ Y(q@)Ry(sy),

Rewritng the control law as

_ 1 R
r=-K, {a—)\Jl(q)R(f)sy} +Y6.

(20)

(21)

(22)

(23)

(24)

(25)

Theorem 1:Consider the desired trajectogy; with ¢4
andy, bounded , and suppose that the initial conditigf)
and the desired final valug; are chosen far away enough
from any singularity. Then, for the control law (23) a proper
combination of the gains, kq, Ay, K3, K, and K, can
always be found so that trackind\f;, Ay,) are bounded
and tend to zero.

Remark 1:For a planar robot it is in general quite easy
to guarantee thag, will not reached any singularity.

IV. SIMULATION RESULTS

We have carried out some experiments with the model of
the manipulator A465 oCRS Roboaticslt has six degrees
of freedom, but we have used only joints 2 and 3 to have
a two degrees of freedom planar robot. Also, we employ
a model of th&JNIC UF-1000CLcamera fixed so that the
optical axis is perpendicular to the robot planar workspace
In order to implement the control law it is necessary to
havey available.

We have used the following parametets = 1,
K, 0.090I, A, = 5I, A, = 30I, K, = TI,
K3 =0.251, a = 67567pizels/m and A = 0.0085m.

K, € R?*2 has been obtained after some rather direct

manipulation and it is defined as
= A
K, = aK,J" (9)J(a),
By taking into account (16) one can write (25) as

T = —Kpsr +Y0.

Then, the tracking error closed loop dynamics is obtainegl

by substituting (27) in (18) to get
H(q)sf + C(qa (.I)Sr + KDPSr - Yé

where K pp 2 D+ K,andg=6-6.

Now, a theorem can be established.

(26)

(27)

(28)

Note that, since no robot model is necessary, control
law (23) can be implemented with voltage and not torque as
input. In Figure 2 and Figure 3 actual, desired and estimated
image coordinates are shown. It can be appreciated that
the final position is reached. Since the camera has a rate
of 33Hz, this should have been expected because of the
iscretezation process of the control law (which makes
ampling rate too large to tune control parameters better).
The tracking errors are shown in Figures 4.In Figure 6 and
Figure 7 it can be seen that the output voltage does have a
good behavior without saturation.

In the Figure 8 shows the variation of the parameters
estimated by the adaptive control

In the Figure 9 shows the path followed by the end-
effector in the image coordinates.
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V. CONCLUSIONS
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approach. As a direct consequence, only any parameters

of the camera and the robot base frame is required for

In this paper we present an adaptation of a contramplementation. To test the theory, simulation resultsehav

algorithm designed to work in Cartesian coordinates to been carried out which show a good performance of the

scheme that employs image coordinates in a visual servoipgoposed method.
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AMCA Moreover, if D = R™ and «; belongs to classK .,
then (33)—(34) hold for any initial state(t,), with no
Bl restriction on how large is. A
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Lemma 1:(Arteaga et al., 2008) Consider (13)—(14), and
suppose you have the relationship

-250} si=s1+ K 0. (35)
-s0or 1 If ||si|| < 5 < oo for all time, theno ands; are bounded
-3s50[ 1 for all time. Furthermore, a bound fer is given by
—400} | | | | S 2 (/\max(Kﬁ)gi + \/ﬁ) ' (36)
_4500 100 200 300 400 500 )‘min (KB K'Y )
Time (s)
AN
Figura 9. Path in pixels

As done in (Arteaga et al., 2008), we prove Theorem 1

in three steps.
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VIl. PROOFOF THEOREM1 1

In this appendix, the proof of Theorem 1 is presented.
As we noted in the introduction, this is a modification
of the algorithm presented in(Arteaga et al., 2008) with
application to visual servoing, so that we just present the
main issues of the proof for our current work, while the

interested reader can look for details in the reference.

Consider the following theorem and lemma.

Theorem 2:(Arteaga et al., 2008) and (Hutchinson et al.,
1996) LetDd ¢ R™ be a domain that contains the origin
andV : [0,00) x D — R be a continuously differentiable
function such that

ar(flzl) <V(te) < aolz) (29)
O W pw) < ~Wiw), ¥ ] > > 0(30)

Vit>0andV =z € D, wherea; and ay are classiC
functions,W5(x) is a continuous positive definite function
and f : [0,00) x D — R™ is piecewise continuous inand
locally Lipschitz inz on [0, 00) x D. Taker > 0 such that
B, = {x € R"|||z|| < r} c D and suppose that

p< ayt(aa(r)).

Then, there exits a clagsL function 3 and for every initial
statex(ty), satisfying

lz(to)ll < ag ™ (en(r)),

there isT > 0 (dependent orx(ty) and u) such that the
solution of & = f(¢, ) satisfies

(31)

(32)

=] <

=~ ﬂ(”il)(to)”,t—t()), Vto §t§t0+T(33)
] <

a; t(az(p), Vi>to+T. (34)

a) First of all, we show that i = [s! 7] is bounded by

Tmax, then any other signal is bounded. This proceeds
as follows. From (9)—(11) and (17) one gets

si =51+ Ko, (37)
with s; 2 s, bounded. By applying Lemma 1 one
concludes thatr and s; are bounded. On the other
hand, from (8), (9) and (17) one has

Ay+AAy=s,+s4— K, 0. (38)

The dynamic equation fa\y represents a stable linear
filter with bounded input, so thaky and Ay must be
bounded. We can select that bagfy , ¥, and y,are
bounded. Then, sincAy = y — y,4, one concludes
that y and ¢y are also bounded. On the other hand,
from (5) it is

) 1

q_
a

J (@) Ry (39)
In view of Assumption 1,g must be bounded since
no singularity has been reached agdis bounded
after (39). Now, from (9)y, is bounded and so i§,.
Then we compute

Ya— Ay(¥ — Yq) — ksa — K0, (40)
which must be bounded because from (1&)is
bounded. We also have

1

. L1 . 1 ..
4= —J (QRs¥, + —J (@R, (41)
) Q)

i =

where J~'(q) = 1J'(q). Then g, is bounded

because the boundednessgoénsures that o.ﬂfl(q).
Also, by taking into account that, is bounded by
assumption,Y# in (19) is bounded, and so is,
after (28).

We also have
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AMCA E. C. Dean-Leon, V. Parra-Vega, and A. Espinosa-Romero.6)2@lobal
. 1 uncalibrated visual servoing for constrained robots warkion an
0=——1YTJg! 42 uncalibrated environmentlEEE/RSJ International Conference on
a\ J (q)R¢(8y)’ (42) Intelligent Robots and Systems, Beijing, China, October.,3809-
3816.
. t . .
AL P . R. R. Perez, M. A. Arteaga-Prez, R. Kelly, and A. Espinos&@08).
where, 6 is bounded and = [6(J)dv + 6(0) is On output regulation of direct visual servoing via velocfiglds .
9 . International Journal of Control, Vol. 82, no. 4, pp. 67868
_bounded' Note also that fr(?m (27) the Input tOI’CthQ L. Sciavicco and B. Siciliano. (2000Modeling and Control of Robot
| u , u u Lt anipulators 2nd ed. London, Great Britain: Springer\Verlag, .
S bounded, so that from must be bounded. It is Manipul 2nd ed. London, Great Britain: SpringerVerlag, 2000
also poss|b|e to Compute from (5) Jean J. Slotine and W. Li. (1988)daptive Manipulator Control: A Case

Study) IEEE Transactiosn On Automatic Control, vol 33, no. 11,

_ : . . pp.995-1003.
Y= O‘AR¢J(Q)Q+O‘)\R¢J(Q)Q’ (43) D. Dawnson, L. Lewis and C. Abdallah. (2004Robot Manipulator

. . Control. Theory and PracticePnd ed. Marcel Dekker, New Yersey,
which turns out to be bounded as well. Finally, 2004.

from (17) ohe has'gy =y -9, bounded, so that R. Kelly, J. Moreno, and R. Campa,. (2004)sual servoing of planar

o robots via velocity fields)43rd IEEE Conference on Decision and
from (11) and (37)s; is bounded too. Control, pp.4028-4033.

b) The next step is to show that, with a proper choice of
gains, one can actually achiejfe| < z.x. As done
in (Arteaga et al., 2008), we consider for simplicity
Tmax @S a given value. Now define

Vie) = %a}TM:c, (44)

with M 2 block diag { H(q) T~'}. After Prop-
erty 1 it satisfies

Mlz)? < V(x) < Aolz]?, (45)
with
A 1 .
A= _vglelQQ)‘min(M(Q)) (46)
o 2L e dad(M(g)) 47)
2 - QVQED}I@’ max q .

Now we useV (z) in (44) and Theorem 2, with; =
A1l|z||? and ay = Aq||z||?. By using Property 2, the
derivative ofV along (28) is given by

vV o= —srTKDp.s]r — srTYé + 6~F_15
= —s;[‘KDPsr—i—é[F_lé—i-YSr]
= —S;FKDPSr S 0. (48)

Since V(t) is lower bounded by zero and decreases
for any nonzercs,, as seen from 48, it seen plausible
from the above equation thaf(t), and therefore the
tracking error measurs., must converge to zero.

c) Till now we have shown that is bounded. We still
have to prove that tracking and observation errors tend
to zero. This can be done exactly as developed in item
c) of the proof given in (Arteaga et al., 2008).
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